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ABSTRACT 

 

We target the problem of managing the power states of the servers in a Cloud 

Data Center (CDC) to jointly minimize the electricity consumption and the 

maintenance costs derived from the variation of power (and consequently of 

temperature) on the servers’ CPU. More in detail, we consider a set of virtual 

machines (VMs) and their requirements in terms of CPU and memory across a set of 

Time Slot (TSs). We then model the consumed electricity by taking into account the 

VMs processing costs on the servers, the costs for transferring data between the VMs, 

and the costs for migrating the VMs across the servers. In addition, we employ a 

material-based fatigue model to compute the maintenance costs needed to repair the 

CPU, as a consequence of the variation over time of the server power states. After 

detailing the problem formulation, we design an original algorithm, called 

Maintenance and Electricity Costs Data Center (MECDC), to solve it. Our results, 

obtained over several scenarios from a real CDC, show that MECDC largely 

outperforms two reference algorithms, which instead either target the load balancing 

or the energy consumption of the servers.

 

I. INTRODUCTION  

Embarking on the quest to redefine 

Cloud Data Centre management, our 

Java-based project stands at the forefront  

 

of innovation. Our primary objective 

revolves around harmonizing  

maintenance expenditures and electricity 

consumption. Leveraging the versatility 

of Java, we're engineering a 

comprehensive solution that 

meticulously balances these crucial 
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factors. Through sophisticated 

algorithms and smart resource allocation 

strategies, our project aims to redefine 

operational paradigms, ensuring optimal 

resource utilization while curbing 

unnecessary costs. By fusing cutting-

edge technology with sustainable 

practices, we're driving towards a future 

where Cloud Data Centres operate 

efficiently, economically, and with a 

reduced environmental footprint. 

At the core of our project lies a 

dedication to revolutionize data 

infrastructure management. Our Java-

centric approach isn't just about 

coding—it's about pioneering a 

paradigm shift. By integrating novel 

methodologies, we're creating a robust 

framework that empowers Cloud Data 

Centres to thrive economically without 

compromising performance. Join us in 

shaping a landscape where cost-

efficiency and environmental 

consciousness converge seamlessly, 

redefining the benchmarks of Cloud 

Data Centre operations. 

 

II. LITERATURE SURVEY 

          Cloud computing has promoted 

the success of big data applications such 

as medical data analyses. With the 

abundant resources provisioned by cloud 

platforms, the QoS (quality of service) 

of services that process big data could be 

boosted significantly. However, due to 

unstable network or fake advertisement, 

the QoS published by service providers 

is not always trusted. Therefore, it 

becomes a necessity to evaluate the 

service quality in a trustable way, based 

on the services’ historical QoS records. 

However, the evaluation efficiency 

would be low and cannot meet users’ 

quick response requirement, if all the 

records of a service are recruited for 

quality evaluation.  

           Moreover, it may lead to 

‘Lagging Effect’ or low evaluation 

accuracy, if all the records are treated 

equally, as the invocation contexts of 

different records are not exactly the 

same. In view of these challenges, a 

novel approach named Partial-HR 

(Partial Index Terms—big data, cloud, 

context-aware service evaluation, 

historical QoS record, weight Historical 

Records-based service evaluation 

approach) is put forward in this paper. In 

Partial-HR, each historical QoS record is 

weighted based on its service invocation 

context. Afterwards, only partial 

important records are employed for 

quality evaluation. Finally, a group of 

experiments are deployed to validate the 

feasibility of our proposal, in terms of 

evaluation accuracy and efficiency. 

          The existing work either only 

considers partial context elements, or 

http://www.blurtit.com/q876299.html
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lacks quantitative weight model for 

historical QoS records. Therefore, it 

becomes a challenging task to develop a 

quantitative weight model that considers 

all the context elements, for evaluating 

the quality of big data services 

accurately and efficiently. In view of 

this challenge, a novel service 

evaluation approach Partial-HR is 

proposed in this paper. Partial-HR not 

only considers all the important context 

elements of service invocation (i.e., 

invocation time, input size and user 

location), but also satisfies the Volatility 

Effect and Marginal Utility. Through 

Partial-HR, we can select partial 

important historical QoS records for 

service evaluation, so that the evaluation 

accuracy and efficiency could be 

improved. Through a set of experiments, 

we validate the feasibility of our 

proposal. 

          In cloud environment, the 

advertised QoS information of big data 

services is not always trusted. Therefore, 

it becomes a necessity to evaluate the 

service quality based on historical QoS 

records. Today, many researchers have 

studied this problem and given their 

proposals. In the problem of QoS 

credibility is firstly put forward, and the 

historical QoS records are suggested to 

be considered for evaluating the real 

quality of service. In the literature the 

service’s QoS credibility is calculated, 

by comparing the historical QoS data 

with the SLA (Service Level Agreement) 

promised by service providers. 

Afterwards, it became popular to utilize 

the historical QoS records of services for 

various trustable service-oriented 

applications, such as service 

recommendation, service evaluation, 

service selection and service 

composition. However, in the above 

literatures, the weight problem of 

different historical QoS records is 

discussed. 

          Due to the unstable network or 

fake advertisement, the QoS information 

of services that process big data in cloud, 

is not always trustable as advertised by 

service providers. Therefore, it becomes 

a necessity to evaluate the service 

quality in a trustable way, based on the 

historical QoS records. However, it may 

lead to low efficiency if all the records 

are considered in service quality 

evaluation. Moreover, evaluation 

accuracy would be low if all the 

historical QoS records are treated 

equally, as their service invocation 

contexts are not exactly the same. In 

view of these challenges, a novel 

evaluation approach named Partial-HR 

is proposed in this paper, which not only 

considers the service invocation context, 

but also satisfies ‘Volatility Effect’ and 
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‘Marginal Utility’ simultaneously. 

Through a set of experiments, we 

validate the feasibility of Partial-HR in 

terms of evaluation accuracy and 

efficiency. In the future, we will 

introduce more context elements into 

our weight model for historical QoS 

records, so as to further improve the 

evaluation accuracy of big data ser-vices 

in cloud. 

 

III. EXISTING SYSTEM  

Focusing on the memory and 

storage management,” Unified 

performance and power modeling of 

scientific workloads” employ power 

performance information to estimate the 

desired storage and memory parameters 

in order to preserve energy and costs in 

the CDC. It is important to note that 

their quasi-analytical performance 

modeling can be accurate, but it requires 

a deep understanding of each individual 

application running on the VM and the 

server. Therefore, a consistent amount of 

preliminary information is needed and, 

as a consequence, the pre-processing 

time of the problem may sensibly 

increase. 

 

IV. PROPOSED SYSTEM 

This context poses several 

challenges: What is the impact of the 

maintenance costs on the total costs? Is 

it beneficial to leverage the tradeoff 

between electricity consumption and 

maintenance costs? How to optimally 

formulate the problem? How to design 

an efficient algorithm to tackle it? The 

goal of this paper is to shed light on 

these issues. More in detail, we first 

present a simple (yet effective) model to 

compute the maintenance costs, given 

the variation over time of the power 

states for a set of servers. In addition, we 

adopt a detailed model to compute the 

power consumed by the CDC. 

Specifically, our power model takes into 

account the CPU-related electricity costs 

of the servers, the costs for transferring 

data among the servers, and the costs for 

migrating the Virtual Machines (VMs) 

running on the servers. After 

formulating the problem of jointly 

reducing the CDC electricity 

consumption and the related 

maintenance costs, we propose a new 

algorithm, called Maintenance Energy 

Costs Data Center (MECDC), to tackle 

it. 

 

Future Work 

As next steps, we plan to face 

different issues, including: i) the 

definition and evaluation of more 

complex failure models to take into 

account the impact on different 

components, as well as different 
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temperatures of CPU cores, ii) the 

introduction of delay costs for migrating 

VMs across PSs, iii) the application of 

our approach to a set of CDCs, each of 

them subject to different electricity 

prices (e.g., due to different CDC 

locations). 

V. MODULE IMPLEMENTATION 

1. Network Manager 

2. Allocation Manager 

3. Maintenance Cost  

4. Electricity Cost 

 

Network Manager 

Network Manager is a program 

for providing detection and 

configuration for systems to 

automatically connect to network. 

Network Manager's functionality can be 

useful for both wireless and wired 

networks. For wireless networks, 

Network Manager prefers known 

wireless networks and has the ability to 

switch to the most reliable network. 

Network Manager-aware applications 

can switch from online and offline mode. 

Network Manager also prefers wired 

connections over wireless ones, has 

support for modem connections and 

certain types of VPN. 

Allocation Manager 

An allocation manager (mid left 

part of the figure) distributes the VMs 

over the PSs, by ensuring that each VM 

receives the required amount of CPU 

and memory from the PS hypervisor. 

Focusing on the tasks performed by the 

allocation manager, this element is in 

charge of running the proposed VMs’ 

allocation algorithm, which is able to 

leverage the tradeoff between electricity 

costs and maintenance costs by acting 

on the PSs power states. 

Maintenance Cost 

  We first present a simple (yet 

effective) model to compute the 

maintenance costs, given the variation 

over time of the power states for a set of 

servers. In addition, we adopt a detailed 

model to compute the power consumed 

by the CDC. Specifically, our power 

model takes into account the CPU-

related electricity costs of the servers, 

the costs for transferring data among the 

servers, and the costs for migrating the 

Virtual Machines (VMs) running on the 

servers. After formulating the problem 

of jointly reducing the CDC electricity 

consumption and the related 

maintenance costs, we propose a new 

algorithm, called Maintenance Energy 

Costs Data Center 

(MECDC) to tackle it. 

Electricity Cost 

The electricity costs as the sum 

of three different contributions: i) the 

data processing costs on the PSs, ii) the 

data transferring costs among the VMs 
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located on different PSs, and iii) the 

costs for migrating the VMs across 

different PSs. The following subsections 

detail the different cost components.  

According to which the power 

consumption of each PS in AM is 

proportional to the CPU utilization due 

to data processing tasks running on the 

hosted VMs. On the other hand, when 

the PS is in SM, we assume that its 

power consumption is negligible. We 

then consider the electricity costs 

derived from the exchange of data 

between VMs running on different PSs. 

we assume that the total costs due to 

data transferring are the sum of a static 

term, which considers the power 

consumed by the network interfaces of 

the PS, and a linear one, which instead 

takes into account the amount of data 

transferred between VMs.  

 

 

Fig1: Architecture 

 

 

VI. ALGORITHM 

1.Maintenance Energy Costs Data 

Center (MECDC) 
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Specifically, our power 

model takes into account the CPU- 

related electricity costs of the 

servers, the costs for transferring 

data among the servers, and the costs 

for migrating the Virtual Machines 

(VMs) running on the servers. After 

formulating the problem of jointly 

reducing the CDC electricity 

consumption and the related 

maintenance costs, we propose a 

new algorithm, called Maintenance 

Energy Costs Data Center (MECDC), 

to tackle it. 

 

VII. CONCLUSION 

We have targeted the problem of 

jointly managing the maintenance costs 

and the electricity consumption in a 

CDC. After showing that changing the 

power states of PSs has an impact on 

both the failure management costs, as 

well as the energy consumption, we 

have formulated the OMEC problem, 

with the goal of jointly managing the 

aforementioned costs. Since the OMEC 

problem is NP Hard, we have described 

the MECDC algorithm, which has been 

designed to wisely leverage the tradeoff 

between different costs, as well as taking 

into account their long term impact over 

time. Results, obtained over a set of 

realistic scenarios, clearly show that 

MECDC always requires consistently 

lower costs compared to the FFD and 

NFD reference algorithms. Moreover, 

we have also shown that the total costs 

obtained by MECDC are also close to a 

lower bound. In addition, the 

computation time, obtained from a 

scenario in which there are hundreds of 

VMs and by running the algorithm on a 

Desktop PC, is very low, i.e., less than 2 

[s] on average. 
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